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Abstract

It is of utmost interest to control the divergence of the magnetic flux in simulations of the ideal magnetohydrodynamic
equations since, in general, divergence errors tend to accumulate and render the schemes unstable. This paper presents a
higher-order extension of the locally divergence-preserving procedure developed in Torrilhon [M. Torrilhon, Locally diver-
gence-preserving upwind finite volume schemes for magnetohydrodynamic equations, SIAM J. Sci. Comput. 26 (2005)
1166-1191]; a fourth-order accurate local redistribution of the numerical magnetic field fluxes of a finite volume base
scheme is introduced. The redistribution ensures that a fourth-order accurate discrete divergence operator is preserved
to round off errors when applied to the cell averages of the magnetic flux density. The developed procedure is applicable
to generic semi-discrete finite volume schemes and its purpose is to stabilize the schemes using a local procedure that
respects the accuracy of the base scheme to a greater extent than the previous second-order achievements. Numerical
experiments that demonstrate the properties of the new procedure are also presented.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction

Violation of the divergence constraint on the magnetic flux density in magnetohydrodynamical (MHD)
simulations leads to stability problems and it is therefore of great importance to numerically respect this
intrinsic constraint. Approaches suggested in the literature to satisfy the divergence constraint include: diver-
gence cleaning by solving an elliptic problem [5], advecting the divergence errors out of the domain by writing
the MHD-system with an additional source term [14] (see also [7]), and special discretizations of the equations
for the magnetic field [8,20,4]. Also filtering methods like in [13] can be applied.
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Since the divergence preservation is a local phenomenon inherent in the MHD-system it is appealing to
mimic this property numerically by a locally divergence-preserving scheme. Moreover, a conservative scheme
is preferred for the approximation of discontinuous solutions. A very interesting approach of this type was
advocated in [18,19]. These papers present a framework for the construction of a local procedure to redistrib-
ute the numerical fluxes in a finite volume (FV) scheme, so that a discrete divergence operator vanishes. The
procedure stabilizes the base scheme and respects the accuracy to the second-order level. With the current
availability of higher-order FV-schemes, however, one would like to increase the accuracy of the diver-
gence-preserving procedure.

In the present paper a development of the procedure in [18] is carried out leading to a procedure that still
complies with the finite volume framework, but now preserves a fourth-order discrete divergence operator
locally and, furthermore, retains the accuracy of a generic semi-discrete finite volume scheme up to fourth
order. The redistribution of the numerical magnetic field fluxes can still be formulated in a standard conser-
vative setting which makes implementation of the divergence-preserving modification in an existing FV-
scheme convenient.

The paper is organized as follows. In the next section the finite volume base schemes used in this paper for
approximation of the ideal MHD-system are described. Section 3 presents the derivation of the divergence-
preserving procedure. This is followed by a section containing numerical experiments. Finally, a summary
concludes the paper.

2. Base schemes

The 2-D ideal magnetohydrodynamic equations constitute a system of conservation laws
“(xayvf);+F(”(x7%f))x+G( (X Vs )) _O (1)

where, see e.g. [12]

T
U= (p,pvx,,UUy,,DUZ,Bx,By,BZ,G) ) (2)
F= (pvxa pl)i +P* - B?m PUny - BxByv POV, — Bsza 07 UxBy - UyBxa
Usz - Usza Ux(e +P*) - Bx(UxBx + UyBy + Usz))Tv (3)

and
G = (pv,, pvyv, — BB, pvi +p' - Bi, pvyv. — ByB.,v,B, — v,B,,
0,v,B. — v.B,,v,(¢ + p*) — B,(v,B, + v,B, + v.B.))".

(4)

In these expressions p* = p + B*/2,e = pv*/2+ B*/2+ p/(y — 1) and in this paper the adiabatic constant is
y=15/3.

2.1. Finite volume discretization

A semi-discrete finite volume (FV) scheme is obtained by integrating and averaging (1) over computational
cells [x; — &%, x; + 4 x [y, — 2,y + 2,

i* (t)_ _;
"\ T T Ay

Xit1/2
-/ G<u<x,yj1/2,r>>dx>, 5)
Xi—1/2

Vit+1/2 Vi+1/2 Xit1/2
/ F(u(xi+l/27y>t))dy_/ F(“(xi—1/2>)’7 f))dY+/ G(”(X7Yf+1/zat))dx

Yi-1/2 Yj-1/2 Yi-1/2
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is the cell average. The FV-discretization approximates (5) by

d_ 1 /-~ ~ 1 ~ ~
auij(t) = A (Fi+1/2,j — Fi71/2,j) — A—y(Giﬁl/z — Gijo1p2)- (6)

Here the quantities Fand G approximate the line integrals of the fluxes in (5). For example

~ A 1 Vj+1/2
Fi+1/27j = E ka(u[+1/2ﬂyj+p/;Ay7 u;;l/Zijer/(Ay) ~ A_y / F(u<xi+l/27y7 t)) dy7
k

Yj-1/2

where f is a one dimensional numerical flux, * are right/left limits at the cell boundary of reconstructed point
values of the conserved variable u, and w; and p, are weights and nodes of a suitable (Gaussian) quadrature
rule.

Reconstructed point values at Gaussian nodes are supplied to the numerical flux by a reconstruction pro-
cedure constructed to raise the formal spatial order of the scheme and suppressing oscillations if discontinu-
ities are present.

The divergence-preserving procedure developed in this paper, as well as its second-order version in [18], is
not tied to any particular reconstruction or FV-scheme. In this paper we have applied the new procedure in
connection with the local double logarithmic reconstruction (LDLR) on rectangles [1]. See Appendix A for a
complete description of this reconstruction technique. For the magnetohydrodynamical simulations in this
paper the reconstruction is applied component-wise. The semi-discrete FV-scheme (6) with LDLR spatial dis-
cretization is integrated in time by the strong stability-preserving Runge—Kutta method SSPRK3 [10] to form
a formally third-order accurate scheme.

2.2. Fourth-order scheme for smooth solutions

The divergence-preserving procedure developed in the next section increases the accuracy of the numerical
fluxes from the second-order level in [18] to fourth order, given that the fluxes of the base scheme is of that
order or higher. A numerical demonstration of the increased accuracy requires therefore a scheme of at least
fourth order.

To achieve the fourth-order requirement, a FV-scheme suitable for the approximation of smooth solutions
is constructed in the following way. Point values of the conserved variables are obtained by a two dimensional
tensor product polynomial of degree four. By requiring that the cell averages of the polynomial is identical to
the corresponding cell averages of the conserved variable in a 5 x 5-neighborhood, we get a fifth-order accu-
rate interpolation in the mid cell [16]. In particular we obtain sufficiently accurate point values for the fourth-
order two-point Gaussian rule for integration of the numerical fluxes. Finally, the resulting semi-discrete
system (6) is integrated in time by the fourth-order SSPRK(5,4) [17] so that the overall accuracy requirement
is reached.

3. Divergence-preserving procedure

We want to find a discrete divergence operator C on a (2k + l)z-stencil that is preserved for a certain dis-

tribution of numerical fluxes. The operator C acts on grid functions u = (u',u?)" and approximates the diver-

gence of u at (x;,y;) by

Ciju = A,‘jl/ll + BijMZ. (7)
Here A approximates the x-derivative
ko k
Aijul = Z Z amnu}ij_’/‘Jrn = u)lc(xiayj) + O(Ap)v (8)
m=—k n=—k

to some accuracy 4” = Ax*AyP, « + B = p, and B approximates the y-derivative of the other component u?
similarly.
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An important step in the flux distribution schemes in [19,18] is the introduction of a grid shape function @
having a (2k + l)z-stencil support

1 42
—k,—k+1,...k
@(m,n) _ (¢mn7¢mn)’ m,n S { ) + ) ) }7 (9)
0, mon & {—k,—k+1,... k}.
This shape function will later be used to redistribute the numerical fluxes and hence we want it to vanish when
our divergence operator C acts on it. Due to the finite support of @ it suffices to solve

C;®=0, fori,j=—2k—2k+1,... 2k (10)

which is a (4k + 1)* x 2 - (2k + 1) linear system for the 2 - (2k 4 1)° entries of ®. The rank of the system (10)
will for a fixed k depend on the particular operator (7). A lower rank is preferred since a greater number of
non-trivial solutions gives more freedom in constructing a divergence-preserving scheme. If s elements & of
the null space of (10) are available, linearity implies that also the linear combination Zlec,-@(i) satisfies (10)
for any scalar ¢;. In particular ¢; could be fractions of the numerical fluxes at cell boundaries. This fact was
exploited in [18] and the linear combination of shape functions with flux coefficients was named a flux
distribution.

3.1. The divergence operator

So far the discrete divergence operator has been left unspecified. Our goal in the following is to find an
operator that gives rise to a sufficiently large null space of (10), so that there are enough degrees of freedom
available to allow for fourth-order accurate numerical fluxes.

In [19] attention was focused on second-order accurate discrete divergence operators, specifically the
three-parameter family of symmetric operators on a 3 x 3-stencil. By varying these parameters and checking
their influence on the rank of the system (10) an operator yielding a four-dimensional null space was discov-
ered. This freedom was indeed enough to construct second-order accurate locally divergence-preserving finite
volume schemes. No operator generating a larger kernel was found and, unfortunately, imposing higher-
order conditions shows that the shape functions in [18] do not provide enough freedom to increase the accu-
racy beyond the second-order level, see Section 3.6. Consequently, we will in this paper investigate discrete
divergence operators on a larger stencil and search for an operator generating a larger null space of (10).
Due to symmetry the next step is operators on a 5 x 5-stencil, which will be the subject of attention in this
paper.

Increasing the size of the stencil naturally implies increased complexity of the systems involved. A 3 x 3-
stencil corresponds to £ =1 in (8)—(10) and the size of the system (10) is then 25 x 18. Stepping up to a
5 x S-stencil means k£ = 2 and (10) is now a 81 x 50-system. On a 5 x 5-stencil it should be feasible to find
an adequate fourth-order accurate divergence operator. Now, the increased complexity manifests itself in
the larger set of admissible discrete divergence operators. Before proceeding we make the following
remark.

Remark 3.1 (Point values/cell averages). Finite volume schemes work with cell averages of the conserved
variables. For schemes of order three or higher we must distinguish between cell mid point values and cell
averages since they only agree to second order. However, if a discrete divergence operator of order p
constructed for point values is applied to a grid of cell averages, linearity implies that the cell average of the
divergence will be approximated to the same order p.

Thus, in compliance with the finite volume idea, we will construct a discrete divergence operator for point val-
ues that will preserve the cell average of the divergence to fourth order, when applied to cell averages.

To build the discretization of the divergence we consider the first derivative in x-direction. On a rectangu-
lar, symmetric 5 x 5 stencil the first derivative in cell (, ) is calculated from the grid function values by means
of (8) with k = 2. The classical fourth-order finite difference formula for the first derivative written in stencil
notation is
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olofolo]|oO
olofolo]oO
1
cl= N g 11
oAgl l]8[0]8]-1) (11)
olofofo]|o0
olololo]o

and satisfies (8) with the order p = 4. This, however, is not the only fourth-order accurate first derivative on a
two-dimensional 5 x 5 stencil. Indeed, we can add the weights of discretizations of higher-order derivatives if

they produce a value O(4*) when divided by Ax. We adopt the notation [%] for a discretized mixed deriv-
ative. Consider, for example the discretization of the mixed fifth derivative
1] -8lo] 8 |1
4|32]0/[-32|4
>’ 1 1 (12)
ordy*|  12Az Ay* 64810148 -6},
-41321(0(-32| 4
11-8|0] 8 |-1

which gives second-order accuracy in the stencil center. Applying only its weights to a grid function — without
the factor involving the grid sizes — we obtain a value proportional to AxAy*d,,,,, % + O(4"). Hence, an arbi-
trary multiple of the weights in the table of (12) can be added to the table in (11) without changing the fourth-
order accuracy. The highest one-dimensional derivative that can be represented on a 5 x 5 stencil has degree
four, this limits the possible weights that can be added. Following this argument, the general fourth-order first
derivative with a 5 x 5 stencil acting on ! has the form

4 4 44
en _ _ o
= (A?’l' N ] ) — ) + 0(4), (13
ij

p=1 q=p

where [-]; denotes the unique discretization of the respective derivative obtained from tensorial products. The
ten parameters o,, € R (1 < p < 4,p < ¢ < 4) may be chosen arbitrarily without changing the accuracy. The
y-derivative is constructed analogously and the combination gives rise to a divergence operator (7). For sym-
metry we will consider only operators where the weights of the y-derivative follow from the x-derivative by
rotation of the grid.

We are looking for a divergence operator which is fourth order and allows a high dimensional null space in
the grid. So far, no satisfying theory exists to do this search on the general operator using (13). In principle, we
could search for a large null space numerically by scanning through the parameter space given by the «,,. But
this parameter space is too large. However, for the case of second-order accuracy it was feasible. There, a sim-
ilar formula to (13) was constructed with three parameters. The parameter choice that produced a large null
space in the second-order case suggests to consider only those mixed derivatives in (13) which are of first
degree in x. This reduces the additional weights to a multiple of (12).

With this restriction, the first-order derivative has the form

0j]0|0]|0O]|O 1(-8|0] 8 |-1
00000 -41321(0]|-32| 4
1 «
Ala) = 12Az 1(-8/0|8]|-1|+ 12Az 6 |-48 0| 48 | -6 |, (14)
00000 -41321(0]|-32]| 4
00000 1| -8]0| 8 |-1
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where o € R. From (14) the approximation of the y-derivative is obtained by negating and transposing the
stencil. The induced divergence operator can be analyzed through algebra software and we find a nine-dimen-
sional null space of (10) for o« = — %6 All other values seem to give only a one-dimensional or (for o = — %) a
four-dimensional null space. The final weights read

-1 8 |0 -8 1
4 1-32 0| 32| 4
A( 1>— ! 30 | -240 | 0 | 240 | -30
36/  432Az . il
41-32 0] 32| 4
-1 8§ |0 -8 1
from which the preserved operator is found,
-1 8 |0 -8 1
4| -32 (0] 32| 4
ul
C| | =m2ns | 30 | -240 | 0 | 240 | -30 | w'+ g3
U
4 1-32 (0] 32 | 4
-1 8 |0 -8 1

1|1 -41]-30 |41
-8 132 | 240 | 32 | -8
0] 0 0 0|0
8 1-32|-240 | -32 | 8
-1 4 30 4 |-1

As a comparison we recall the preserved second-order operator from [19,18]

0|1
012
-1101

Now, we turn to the solutions of (10) for the preserved fourth-order operator (16).

3.2. The shape functions

u1+

L
8Ay

1121
000 |u?.
121

(15)

(16)

We are interested in shape functions (9) that are the solutions of (10) for the operator (16) found in the
previous section. Since this operator gives rise to a nine-dimensional null space we are looking for nine appro-
priate basis shape functions that will form the building block for the divergence-preserving schemes. Solving
the system with Maple it turns out that there exist nine shape functions that all are obtained by mutual trans-
lations. The non-vanishing entries of the solutions are

@, (k1) =

in their reference 5 x S-stencil with cell indices &,/ € {-2,

k=m-—1, l=n+1,
k=m-—1, [ =n,
k=m-—1, I=n—-1
k=m, l=n—1,
k=m+1, l=n—1
k=m+1, [ =n,
k=m+1, l=n+1,
k=m, l=n+1,

...,2} and for m,n € {—1,0,1}. The basis shape

functions @,,, describe simple closed loops, with centers at cell indices (m,n), on the nine 3 x 3-stencils
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contained in the 5 x 5-stencil. Any divergence-preserving solution for (16) can be written as a linear combi-
nation of these solutions. Translated shape functions can be defined and evaluated by coming back to the local
reference stencil, since the property

@, (k, 1) = Poo(k — m, 1 — n), (19)
holds for arbitrary indices under the definition
ook, 1) = (0,0)", if k¢ {-2,...,2} and/or [ & {-2,...,2}.

Property (19) will later be used to construct the divergence preserving procedure.

The structure of the solutions is analogous to the structure of the ones in [19], where the four shape func-
tions describe closed loops on the four interior 2 x 2-stencils contained in the 3 x 3-stencil. We notice, how-
ever, that (18) cannot be obtained by any linear combination of the shape functions in [19], where we have e.g.
the shape function

(—Ax,—Ay), k=0, [ =1,
(Ax,—Ay), k=0, [ =0,
(Ax, Ay), k=1, 1=0,
(—Av,Ay), k=1, I=1.

nd
QD%/Z‘l/z(k’ l) = (20)

Hence, (18) will not preserve the second-order operator (17). A representative of the null space is shown on the
left hand side of Fig. 1 in comparison to that of the second-order case.

3.3. The flux distributions

We begin this section by considering the part of a first-order FV-scheme that updates the magnetic flux den-
sity. In two dimensions the relevant components for the divergence are B = (Bx,By)T and the scheme reads

At At
B?;rl = BZ- " Ax (Fi+1/2«,j - Fi71/2,j) - Iy(GiJ+1/2 - G[J,l/z). (21)

As is evident from the MHD-system (1), the numerical fluxes will differ only in sign and in which component
they affect,

T
Fiv125 = (0, fis125)

(22)
Gijr1j2 = (gi.,j+1/2a0)Ta
with underlying scalar functions f = —g.
The flux distribution schemes introduced in [18] come naturally in the form
At
n+l __ pn

B =B hamy ™ 3)

v e X s N

l T <]
(i,7) (4,7)

Fig. 1. Null spaces of the fourth-order divergence operator (left) in comparison to the second-order case (right).
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for the update of the magnetic flux density B;;. The residual R = (Rl,Rz)T is formulated in terms of flux dis-
tributions and these will be defined below. In [18] the scheme (23) was rewritten and cast into the conservative
formulation (21). This will be done for the present case in the next section.

A straight forward extension of the divergence-preserving flux distribution in [18] is

(p{+1/2,j = fi+l/2,j(p{+1/2,jv (24)
where
o 1 1
¢{+1/2"j(ka l) = - Z Z Cmn¢mn(k - i7 ) _J)a Cmn € Ra (25)
m=0 n=—1

for the flux distribution evaluated at cell (£, /) and centered at the cell edge (i + 1/2, j). Here, a linear combi-
nation of the six shape functions (18) to the right are used as building block. In Fig. 2 a sketch of the distri-
bution (25) in comparison to the one from [18] is shown. For the other flux distribution

‘Di';,j+1/2 = 8ij+1)2 (pﬁj+1/27 (26)

we use the upper six functions,

1 1

Atj+1/2(k l) Z den(pmn(k - i7 / _]), dmn € R. (27)

The scheme in flux distribution form in [18]is obtained by translating and centering the flux distributions, cor-
responding to (24) and (26), around all interior cell edges and then take the sum of all contributions evaluated at
the cell to be updated. By using the relation (19) we find that &,,,,(0,0) = &,,(—s,—t) = Gpo(—m — s,
—n — t), and the scheme can be written in an equivalent form where the shape functions in (25) and (27) are eval-
uated also at neighboring cells and not just in their local stencil center (0,0). A generalization of the update in a
divergence-preserving flux distribution scheme (23) is

ko k=1
Rij = ( > Z Z i+1/2+s,j+t l7j) + Z Z ¢§+s,j+l/2+t(i7j)' (28)

s=—k t=—k s=—k t=—k

<« — &— <« / “\

L oLbT B

o e NS
y |7 h < - y

Fig. 2. Domain of influence for the flux distributions @’ i11/2, in the fourth (left) and second- (right) order case. The flux distributions are
grid functions attached to the interface (i + 1/2, j) with vector values <D, 12, (k1) in grid cells (k, 7). The values are sketched as arrows in
the figure, with the coefficients in the fourth-order case given by (42).



R. Artebrant, M. Torrilhon! Journal of Computational Physics 227 (2008) 3405-3427 3413

For the present 5 x 5-stencil we have k = 2 and the distributions @ and @ given by (24)~(27),

R 21
Ry = < > Z Z Z Z ComPoo (=S — m, —t — n) fir1/245)4¢

s=—2 t=—2 m=0 n=-1
o1 (29)
+ Zz 22 Zl Zod’”"(poo(_s —m,—t— n)gi+s,j+l/2+t'
§s=—2 t=—2 m=—1 n=

3.4. Conservative formulation

The present goal is to rewrite (23) into a conservative formulation. Because of (22) in the conservative
scheme (21), we are looking for a scheme in the form

, (G 12 — i;—l/z)/Ay
B = At( ! ! : (30)
(Fisijpy — Fiipy)/Ax

We will focus on the derivation of F i+1/2,; and show its structure as weights in the grid for the numerical
fluxes of the base scheme. These weights will be expressions of ¢, and d,,, in (25) and (27).

Consider now, for the current 5 x 5-stencil, the second component Rfi of (29) updating the y-component of
the magnetic field. Denote by

~ 1 ~ ~ 1 .
QS[ = A_y ¢zf+2]/2+sj+t(l j) and PS[ - A ¢§+21/2+31+t(l J)7 (31)

the scaled second components (superscript 2) of the distributions in (25) and (27). Now let

1 2
st — Z qu and Pst = quta (32)
q=s q=s

which gllow us to decompose @St =0y — Q.1 and 135t = Py — P,y ,. Furthermore, due to Z qu, =0 and
Zj;qu, = 0 independently of ¢,, and d,,,, we have Oy = Py = 0 for s = —2. Using this, the remduum R2 can
be re-casted into a flux difference. We find

Z Z Os = Ot ) fiv1j2tsjr Z Z Py = Poi1.1)8issji1/240

s==21==2 s=—21=-2
21 0 2 11
= Z ZQstfi+l/2+s,j+r+ Z Zpstgm,jﬂ/zﬂ - Z ZQs+1,zﬁ+l/2+s,j+t+ Z ZPs+l,tgi+x,j+1/2+r
s=—11=-2 s=—11==2 s=—2t=-2 s=—21=-2
= 1?141/2.,' - ﬁi—l/Z,j- (33)
So, we deduce that the distributed numerical flux is
N 1 2 201
Fi+1/2,j = Z Z erfi+1/2+s,j+z + Z ZPstgiﬂng/zM
s=—1 t==2 s=—1 t==2
1 Jo 2 1
2
= _A_y Zl Zz Z Zo Zlcmn‘poo(_q —m, —t = n)fis1/21s40
s=—1 t==2 gq=s m=0 n=—
1 & 2
2 _ 7/ I
+A—y Z Z Z Z den(p()() —q —m, —1 - )gi+s<]’+1/2+t - Fj+1/27jf+ F;‘g+1/27jga (34)
s=—1 t==2 q=s m=—

where we have used (32) and introduced the operators F/ i+1/2, and F¢ i+1/2,5 superscript 2 denotes as before the
second component. Consult Fig. 3 for an illustration of the stencil for the fourth-order divergence preserving
flux and a comparison to the second-order variant from [18].
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o o o o
X X X X

o o o o o o
x % x N

o o 1'% o o 1%
X X X X

o o o o

)

= =

Fig. 3. Domain of dependence of a single x-flux for fourth- (left) and second- (right) order ﬂux distribution. f- and g-fluxes enter the
expression (34) according to the crosses and circles in the left figure. Their weights are given by F/ i11/2, (crosses) and F¥ 12y (circles), see
(37) and (39).

Before giving the explicit forms of the operators F/ i11/2,; and F¢ ir1/2,; We consider the distributed flux in the y-
direction, updating the x-component of the magnetic field. Repeating the above derivation, now for the first
component (superscript 1) of (29), we find that

2 11 1 1
1,+1/2 1 Z Z Z Z den —m,—=p— ”)gi+s,j+1/2+t

3:—2 t=—1 p=t m=—1 n=0
21
g § E E Cmn ()() —m,—p— n)4f;'+1/2+s,j+t' (35)
?*72 t=—1 p=t m=0 n=-1
To make things explicit we first renumber the c¢,,,,’s row-wise
C1 = Co1, €2 =C1,
C3 = Coo, C4 = Cro, (36)

Cs = Co—-1, C6 = C1-1,

and we obtain

Ce Cs + Cg Cs
c4 + 4eg c4 +4cg + c3 + 4es c3 +4cs
inl/z,gf co+4cs+cg | citcat+deys+eg+4cstcs | crt+4des+os |- (37)
deg +cq ¢4 +4cy + ez +4eo 4c1 +c3
) C2 +c1 €1
The operator F 172 acts on the numerical flux f on the vertical cell edges (xi11/2+,),5 = —1,0,1; cf. (34) and

Fig. 3. Symmetry is now enforced by requiring the g-fluxes to play the same role for the dlstrlbuted flux (35) in
the y-direction as the f~fluxes do for (34) in the x-direction. This is achieved by setting the weights in (27) to
dmn = Cum>

d_11=cs do=cs, di=cy,

(38)
d_19=cs, do=c3, di=cy.
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With these numbers F t11/2; in (34) takes the following schematic form,

c1 c3+c1 c3 +cs cs

Co+4cy | e +cq+4cg+co | des +cq 4+ 4es +cg | cg + 4des

9 —
10,59 — g- (39)
dcg +c1 | g +4cq +c3+4eo | deg + 3+ 4eg +c5 | deg + cs
Cco co t+ ¢y ¢4+ Co Cé
Here, the action of the stencil is on the numerical flux g on the horizontal cell edges, (v;.1/5.,), t = —2,...,1;

cf. (34) and Fig. 3. R
In the next section the weights are determined so that F;,,; allows for a fourth-order accurate approxi-
mation of the first line integral (averaged) in the finite volume scheme (5).

3.5. Accuracy conditions

The divergence-preserving framework introduced in [18] can formally maintain the accuracy of a finite vol-
ume base scheme to an order p, if the redistribution of the numerical fluxes approximates the line integrals of
the fluxes to this order. Below, we will determine ;1> so that the accuracy of the flux integral is maintained
to fourth order. Because of (38), G; ;11> follows immediately by symmetry.

Since the fluxes f'and g have the property /' = —g we will consider F;/,; in (34) acting on the single func-
tionv=f=—g,

~

Fitipy = (F{+I/2,j - F§+1/2‘j)v' (40)

The strategy is now to expand the 15 vertical and 16 horizontal averaged line integrals of v symmetrically in
the stencil up to third order (10 terms) and under the condition that the operator (16) is preserved, requiring
that the sum of the integrals approximates

1 Vi+1/2 1
Ay v(Xir1/2, m)dn = v(xis172,;) + _U}y(xi+1/27yj)Ay2 +0(4%) (41)
Y Yi-1/2 24

to fourth order. The condition that the operator (16) is preserved is given by the stencils in (37) and (39). Putt-
ing up and solving the equations by Maple gives that the numbers

22 =5

C4:C3:% and C6:C5:C‘2:C1:% (42)

in (37) and (39) make (40) a fourth-order divergence preserving approximation of the flux integral (41). Al-
ready by (37) it is clear that if a symmetric method is sought the conditions ¢4 = ¢; and ¢ = ¢5 = ¢; = ¢; must

be fulfilled.
Putting the numbers (42) in (37) and (39) and forming (34) we find

-5 | -10 | -5

2 4|2
R oy L | 25|85 | -85 |25
Fi125 =zt | 78 | 156 | 78 | ft+=r g, (43)
g 25 | -85 | -85 | 25
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where the actions of the stencils are explained by (34). Transposing the stencils and interchanging f'and g gives
Gijy12 in (35),

5 | 25|25 | 5

. g . L |17 | -85 | -85 | -17
Gijr1/2 =z25|-10 | 4 | 156 | 4 | -10 |g+=75 f (44)
f 17 | -85 | -85 | -17

-5 12|78 2| -5

5 | 25|25 | 5

In this formula the grid functions are f = {f;, /2+St,-+,}ji’;2}1 and g = {g; 11,2 H}ji’;l}l, cf. (35).
3.6. Second-order flux distribution as building block

It is interesting to ask if a scheme is possible that gives fourth-order accuracy for the solution, but preserves
the divergence only in a second-order operator. Since a fourth-order accurate scheme requires a wider stencil,
we define a flux distribution <P 1/2) which is distributing an interface flux fi;i>; to a4 x 5 domain of influence.
That is, we replace the 6 shape functions (18) for the construction of the flux distributions in Section 3.3 by 12
of the second-order shape functions from [18]. One of these is given in (20) and is depicted in the right hand
side of Fig. 1.

The derivation of the scheme and the accuracy conditions are carried out as in the previous subsections.
The results are as follows. We have 12 unknown weights ¢,,,, while consistency gives us 10 equations for
fourth-order, 6 for third-order and 3 for second-order accuracy. In the second-order case the system of equa-
tions has rank 2 and is solvable. We may choose 10 weights as parameters. As a special case

Cnn = 0 for (mvn) g {(07_1)7 (070)}7
1
Co—1 = Co0 = 5 »

8

we recover the standard second-order divergence preserving scheme

nd
F12+1/2J (fi+1/2,jfl + 2fi+l/2J +ft+1/zJ'+1)

1
3 (ijr12 T &ijmrp + &iv1ys1p + &t j-112), (45)
~ ond 1
Gi2+l/2,j =3 (i1 a1 + 281010 + &1 j1)2)
1
-3 (fic1j2j41 + ficrj2g + fixrj2js1 + fis)25)- (46)

Unfortunately, for the higher-order cases the system turns out to be unsolvable. Inspection of the equations
shows that the coefficients for v(xi11/2,¥;), vy (Xir1/2,3;) and v (xir1/2,¥;) provide contradictory conditions.
Dropping any single of these, gives a solvable system of rank 6. However, the result can not be third or
fourth-order accurate in general.

This negative result suggests that a scheme higher than second-order accurate does not exist if we require it
to preserve the second-order extended divergence operator. Also, flux distributions preserving the classical sec-
ond-order divergence operator have been tried, but with analogous negative result.

3.7. Implementation

Implementing the divergence-preserving procedure of the present paper in an existing higher-order semi-
discrete finite volume scheme is trivial for periodic and compactly supported problems. Other types of bound-
ary conditions need a more careful treatment and the handling of these is a subject of future research.

Assume that, for a given finite volume base scheme, f;/,; is the numerical flux component in the update
for (By)l.j (the cell average of the magnetic field component B,) and that g; ;. , has a similar role for (Bx),.j. One



R. Artebrant, M. Torrilhon ! Journal of Computational Physics 227 (2008) 3405-3427 3417

possible implementation is to simply replace fi.1/2, and g; ;.1 by (43) and (44), respectively, for the updates in
each Runge—Kutta stage. That is it. The preserved divergence operator (16) itself never enters the scheme.

The divergence preserving procedure compares very favorably to existing divergence cleaning methods, see
for example [20], also regarding computational cost. In our numerical tests the observed increase in compu-
tational time was only around 2-3% compared to the pure base scheme.

4. Numerical experiments

The FV-simulations use the time step A¢ determined from A4 = CFL < 0.5, with A =Ax= Ay, A=
max{|a(f)|,|o(g)|} and o denoting the eigenvalue spectrum. All simulatlons use CFL=0.45 and the HLLE
[15] numerical flux. The adiabatic constant in the MHD-system (1)—(4) is set to y = 5/3 in all experiments.
Reconstructions are solely performed on the conserved variables.

Example 1 (Convergence tests). In this example empirical convergence rates for the new divergence-preserving
procedure (43) and (44) are computed. Two tests are performed. In the first one, the convergence of the
divergence of the magnetic field towards the divergence of the corresponding initial data (i.e. zero) is checked.
The divergence according to the preserved operator exhibits only round-off errors, so a fourth-order non-
preserved operator that is constructed to obtain the point-wise divergence from known cell averages

C.. ul _ u_ 1] 1+u1 1,j+1 +Suz 2]+36ul+1j (361,{1 1/+5ul+2j+ul+lj+l +ul+1] 1)
YA\ w2 48 Ax
u? 1/ . "‘”m, L+ 5u L+ 36ourl (36”?,/71 + Suij+2 —|—uf+u+1 +uf71,j+1)
48Ay

is used to demonstrate the rapid convergence towards zero for the new operator.

The second test concerns the convergence rates for the magnetic field component B,. Empirical convergence
rates for B, have been computed as well; the results are similar and therefore omitted. To isolate the effect of
the new procedure and demonstrate its higher-order convergence, the fourth-order finite volume method
described in Section 2.2 is used as base scheme.

The test problem is taken from [18] and the initial conditions on [—1, 1]2 periodic are

pox,) = 5+ 3 sin(xx) + § cos(m),

1 +1 sin(ny) + % cos(mx)
UO(x?y) = ( . ) )

1 + 1 sin(nx) 4§ cos(my)

and v, = B, = 0 and y = 5/3. Cell averages of the initial data for the conserved variables are obtained by an
eighth-order cross Gaussian rule. All errors are computed at # = 0.2 when the solution is still smooth. Table 1

By =

—_ N

N Py

Po =

Table 1
Fourth-order divergence preservation; convergence towards zero for the divergence of B according to a non-preserved fourth-order
accurate divergence operator

N Ly-error Li-order L.-error Ly-order
15 4.4745¢—-03 - 5.9730e—03 -

30 5.1429¢—04 3.1211 1.1168e—03 2.4190
60 3.8180e—05 3.7517 1.0925¢e—-04 3.3537
120 2.4826e—06 3.9429 7.4753e—06 3.8693
240 1.5662e—07 3.9865 4.7492¢—07 3.9764

480 9.8114e—09 3.9967 2.9855¢—08 3.9916
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shows that the new procedure fulfills its designed order for divergence preservation. As a comparison the re-
sults for the second-order operator (45) and (46) from [18] are displayed in Table 2; also this procedure shows
its designed order.

For the convergence on the magnetic field components a reference solution on a 1920%-mesh is computed
using (43) and (44), since the results in [18] show that an approximation of a MHD-solution, also when
smooth, obtained with a non-divergence-preserving method may exhibit large accumulated divergence errors.
In Table 3 the convergence results for the new procedure are shown and we conclude that the formal order of
the base scheme is respected. Table 4 gives the results for the second-order procedure (45) and (46). Now, the
fourth-order base scheme shows second-order convergence, in agreement with the designed order of that
divergence-preserving procedure. Tables 3 and 4 show that 60° cells with (43) and (44) give about the same
accuracy as 4807 cells with the procedure (45) and (46) from [18] in this convergence test.

The following numerical examples all feature discontinuous solutions and therefore the shock-capturing
scheme described in Section 2.1 and Appendix A acts as base scheme in the remaining experiments.

Example 2 (MHD Riemann problem). In this experiment the behavior of (43) and (44) on a discontinuous
solution is tested and compared to the divergence-preserving procedure (45) and (46) from [18], as well as to
the non-divergence-preserving base scheme. The numerical example is used as a test case in [18] and the initial
conditions are

Table 2
Second-order divergence preservation; convergence towards zero for the divergence of B according to a non-preserved fourth-order
accurate divergence operator

N Ly-error L-order Lo-error L-order
15 1.3478e—02 - 1.7543e—02 -

30 3.1701e—03 2.0880 5.6736e—03 1.6286
60 7.3021e—04 2.1181 1.3631e—03 2.0574
120 1.7725¢—04 2.0425 3.2792e—04 2.0555
240 4.3963¢—05 2.0115 8.0801e—05 2.0209
480 1.0968e—05 2.0029 2.0118¢—05 2.0059
Table 3

Fourth-order divergence preservation; convergence for magnetic field component B,

N Ly-error L,-order L,.-error L-order
15 2.5117e—03 - 4.2248¢—03 -

30 1.5278e—04 4.0392 3.1442¢—04 3.7481
60 8.8085e—06 4.1164 1.9913e—05 3.9809
120 5.2226e—07 4.0761 1.1855e—06 4.0702
240 3.1735e—08 4.0406 7.2020e—08 4.0409
480 1.9484e—09 4.0258 4.4234e—09 4.0252
Table 4

Second-order divergence preservation; convergence for magnetic field component B,

N Li-error Ly-order L,.-error Ly-order
15 9.2742¢—03 - 1.0712e—02 -

30 2.2831e—03 2.0222 2.7511e—03 1.9612
60 5.7192e—04 1.9971 6.8762e—04 2.0003
120 1.4312¢—04 1.9986 1.7245¢—04 1.9954
240 3.5790e—05 1.9996 4.3152¢—-05 1.9987

480 8.9484e—06 1.9999 1.0791e—-05 1.9996
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10, x<0,y<0,

pO(xay) = { 1

, else,

15, x<0,y<0,
Polx.y) =19,
3, else,
By = (1,1,0)"
0 \/z s Ly )
Uy = (OaOaO)T7

on [—0.4, 0.4]2 with artificial absorbing boundary. A simulation with (43) and (44) using 3007 cells is run up to
t = 0.1. Fig. 4 shows a close up of the magnetic component B, and the divergence on the interior of the domain
as computed by the preserved operator (16). The maximal absolute value of the divergence is 1.7 x 107'2. If
the divergence is computed with the classical second-order discrete divergence operator

1 1 2 0
C. w\ Uy Uy I Uijrr — Ui
AT 2Ax 2Ay ’

which is not preserved, the maximal absolute value is 4.0. Note that, in all time steps the largest divergence
error stays attached to a discontinuity and does not pollute the rest of the domain.

A comparison of the present procedure, the second-order one (45) and (46) and the pure base scheme is
visible in Fig. 5. The left column of the figure shows a cut of the approximations to B, at the bottom of the
domain (y = —0.4). Here, the results of the new procedure and the base scheme appear of similar quality,
while the second-order preservation exhibits a more profound undershoot at x ~ 0.15. In the right column,
which shows a cut at y = 0, the effects of violation of the divergence constraint becomes clear; the base scheme
approximation shows large oscillations (growing in amplitude with increasing number of cells) caused by large
divergence errors. The classical divergence operator gives the maximal modulus 43; the value is assumed, not
around a discontinuity, but at the origin. For the procedure (45) and (46) from [18] this value is 6.2, taken on
in a neighborhood of a discontinuity, and there are no tendencies of oscillations in the approximation. The
small oscillations visible in the approximation computed using the present procedure (43) and (44) do not
grow in amplitude with increased number of cells; the reference solution on a 1000%-grid is obtained by this
procedure.

0.25¢
021
0151

011

0.05}

dd i | \ .
T AE FR 111 11 N
I | '=|!:|.{iﬁllll

-0.05¢
0.1

-0.15}

-0.2}
-0.25¢

0.3

Fig. 4. Example 2. Fourth-order divergence preservation; left: 30 contours of magnetic field component B,; right: divergence computed
with the fourth-order preserved operator.
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Fig. 5. Example 2. Comparison of fourth-order (top) and second-order (center) divergence preservation, and the pure base scheme
(bottom); left: cut at bottom of domain; right: cut at y = 0. Solid line is the reference solution obtained with (43) and (44) on a 1000*-grid.

Example 3 (MHD Riemann problem). The initial data for this problem are given in [6]: for (p, p, vy, v,) the four
states are

(1,1,0.75,—0.5), x>0,y >0,
(2,1,0.75,0.5), x<0,y>0,

(1,1,-0.75,0.5), x<0,y <0,
(3,1,-0.75,-0.5), x>0,y<0,
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Fig. 6. Example 3. Schlieren images of density and y-component of the magnetic field for a 400 x 400 computation with fourth-order
divergence preservation.

and the magnetic field is initially uniform B = (2,0, 1)/v/4n. A simulation with the fourth-order divergence-
preserving procedure (43) and (44) is run on a 400°-grid on the domain [—1.5, 1.5]2 up to ¢t = 1, before any
discontinuity reaches a boundary. Suitable handling of the boundary is subject to future research. Fig. 6 shows
schlieren images of the density and the magnetic component B,. The maximal modulus of the divergence of
(B, B,) computed by the preserved operator (16) is 8.4 x 107"

For this experiment and grid it was not possible to obtain an approximation with the pure base scheme; at
t = 0.93 the scheme breaks due to negative pressure caused by large divergence errors.

Example 4 (Orszag-Tang problem). This well known test problem, see e.g. [20], has the initial data
(P,P, Uy, vya vszvaysz) = (yz, Vs — Sil’l(y), Sil’l(X), 07 - Sil’l(y), sin(2x), 0)7

with y = 5/3. The computational domain is [0, 2n]2 periodic. The density and y-component of the magnetic
field at = 7 in an approximation using the new divergence-preserving method on a 200*-mesh are shown
in Fig. 7. A simulation on a finer, 400%, grid was also run and a schlieren image of the output for density
is depicted in Fig. 8. The divergence of (B,,B,) computed by the preserved operator (16) is no more than
1.6 x 107'% in absolute terms point wise. A computation with the non-divergence-preserving base scheme,
however, fails at this resolution with large divergence errors before it reaches the final time.

Example 5 (MHD Riemann problem). This example is proposed in [7]. Initial data for the conserved variables
(p, pvy, pUy, Uz, By, By, B, €) in the four quadrants are

(0.9308, 1.4557, —0.4633,0.0575,0.3501,0.9830, 0.3050, 5.0838), x > 0,y > 0,
(10304, 1.5774, —1.0455, —0.1016, 0.3501,0.5078,0.1576,5.7813), x <0,y > 0,
(1.0000, 1.7500, —1.0000, 0.0000, 0.5642, 0.5078,0.2539, 6.0000), x < 0,y < 0,
(1.8887,0.2334, —1.7422,0.0733,0.5642,0.9830,0.4915,12.999), x > 0,y < 0,

on the computational domain [—1, 1]2. In all numerical examples up to now, the initial configuration of the
magnetic field has been free of discontinuities. The magnetic field in the present experiment however, is initial-
ized with jump discontinuities, revealing an undesired behavior of (43) and (44), which is partly due to the
negative weights in (42). Consider the lower row of Fig. 9; it shows the presence of a wave packet of high fre-
quency oscillations, created at the discontinuity and travelling to the left.
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Fig. 7. Example 4. Fourth-order divergence preservation; 25 contours for density and y-component of the magnetic field for a 200 x 200
computation.

A\
=

{ N AL X
o,
TR
\ 4
Fig. 8. Example 4. Fourth-order divergence preservation; schlieren image of density for a 400 x 400 computation.
Some initial smoothing of the magnetic field before invoking (43) and (44) seems to be necessary. But, as the
results in Fig. 5 show, spreading the discontinuity over just a few cells appears to be sufficient; the diffusivity of

the scheme will keep the approximation essentially non-oscillatory. For the initial B, we let a = 0.5078 and
b =0.9830 be the left and right states and we smooth the discontinuity around x = —Ax/2 by putting

(By),; = %(b —a)[l +tanh(n +1/2)] +a forall jand n=-2,...1.
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Fig. 9. Example 5. By-component, contours and cut at y = 1; left: # = 0.125; right: # = 0.25; 25 contours (top) and fourth-order divergence
preservation with initial smoothing (middle) and without initial smoothing (bottom).

The initial values for B, are modified similarly. Using the described smoothing gives the simulation results de-
picted in the two upper rows of Fig. 9. As visible, the oscillations are greatly reduced in amplitude. The devised
approach is admittedly rather crude and more sophisticated methods to ameliorate the problem is currently
under investigation.



3424 R. Artebrant, M. Torrilhon | Journal of Computational Physics 227 (2008) 3405-3427
5. Summary and conclusions

With the aim to stabilize higher-order FV-codes for MHD-simulations, this paper presented a redistribu-
tion of the numerical fluxes for (B,, B,) that enforces the local vanishing of a fourth-order discrete divergence
operator. In doing so, the accuracy of the base scheme is maintained up to fourth order. The new procedure is
a development of the second-order accurate locally divergence-preserving procedure in [18,19]. As such, it
shares desirable properties: staggered grid variables are avoided, the preserved operator vanishes when applied
directly to the cell averages of (B,,B,), and the redistribution of the numerical magnetic field fluxes is formu-
lated in a standard conservative setting making it trivial to implement the divergence-preserving modification
in an existing FV-scheme.

Numerical examples demonstrated the high accuracy and stabilizing effect. A test case uncovered that for
an initially discontinuous magnetic field, prior smoothing significantly increases the approximation quality.

Appendix A. LDLR shock-capturing scheme
A.1. The LDLR coefficients

A mesh-size independent implementation of LDLR was developed in [2] and it is this implementation that
is used here. Assume that we in a one dimensional setting want to reconstruct a function u(x) by the LDLR
reconstructing function ro(x) in the computational cell indexed 0. We do so by using the cell average i in this
cell as well as the cell averages #_; and %, in the left and right neighboring cells. Subject to our attention in the
following is the LDLR parameter

q q
a=1-2 ML (A1)
™+ |d. |
where d.. = (., F up)/h are the numerical derivatives, 4 the mesh size and ¢ = 1.4. In an actual implemen-
tation (A.1) needs to be modified in order that the denominator does not vanish and it must also be assured
that (A.1) does not take on the critical values zero and one, see [3,2]. To do this without introducing mesh-size
dependence first rewrite (A.1) as

_(m —n)2

C omr4n?’
with m = |ug — u_|? and n = |u; — ue|?. Now a suggestion in [9] to overcome mesh-size dependence for WENO
[11]is adapted to LDLR. The algorithmic appearance of (A.1) becomes

(m —n)*

= 1 —2¢6) ——+~—
a 6+( €)m2+n2+’u7
with e = 10 and u = 10" max{@? , @3, @}’ + 107", Also suggested in [2] is a less compressive alternative
that is used in the present paper

[m —n|
mtn+p’
and in this case g = 10~ max{|@_i|, |io], |#|}? + 107°*. In a two dimensional application the maximum is ta-
ken over all states in a 3 x 3-neighborhood of the cell under consideration and the undivided differences m and

n are obtained from the appropriate numerical derivatives.
The other LDLR coefficients are

a

a=ce+ (1 —2¢) (A.2)

b—

a—1’
RN EYR) "

d=d_—c. (A.5)
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A.2. Reconstruction on rectangles

The LDLR is a one dimensional reconstruction that in the two dimensional case is applied along the lines
connecting the nodes of the 2-point Gaussian rule. Numerical derivatives at the Gaussian nodes act as input to
the reconstruction. For each node two finite differences are computed and here min-mod selects the argument
supplied to the LDLR, see [1] for details. For convenience the complete reconstruction on Cartesian meshes is
described below.

The reconstructed point values at the points

Az
Zy = 2 + 7, Zp/m = 20 + m (A6)
are
ro(z+) = cAzny(a) + dAzn. (D), (A7)
r0<ZP/Wl) = CAan/m(a) + dAan/m(b)7 (AS)
where
log(l —s)+s
n.(s) = —%’
s—1)log(l —s) — s
n() = D=9 7
(s) =n_(s) +l lo 6
’/Ip *17— s g(\/§+3)(3—s—\/§)’
6

Mals) = 1_(s) + + log

m\S) = HN_S - )
s T (3-V3)(3-s5+V3)

and a,b,c,d, are the coefficients (A.2)—(A.5) with the appropriate numerical derivatives d.., see below. To

avoid two evaluations of each n-function one can exploit the fact that

ne(b=—"5) = (@= D@, nyu(b=—"5) = (a= D a).

The functions 7, and 7,,, have removable singularities at zero by putting 7, (0) = j:% and 1,,(0) = izlﬁ’
respectively. For numerical computations it is recommended to interpolate the #-functions around zero by e.g.
a quadratic polynomial.

Fig. A.1 depicts the 3 x 3-stencil and the four LDLR-reconstructions applied in the central cell, and Table
A.1 lists the numerical derivatives. For the reconstruction of u(x,y) in cell O we proceed as follows

NW N NE R v)

Sol ] g o
X .y . .
" Lo !
w o E | |
X | X |
%p¥o) ! (Xy¥o) !

SwW s s | | o >§< _____

L0 %3,

Fig. A.1. (Left) The 9-point stencil with the Gaussian nodes for cell O marked. (Right) Reconstructions ¢,,,,(x) and ¥, (v) along the four
lines.
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Table A.1
Fd weights @; numbered clockwise starting at the upper left cell in the stencil
FDI1 FD2
ul? ui™ u? T ul? ui" u,? u "
wy o= GT\/EV p o B = 66+A{§ 0 y 0
ws p=530 o B o o=-2 y B y
Stencil N,NE,E,O O,E,SE.S NW,N,O,W W,0,S,.SW O,E.SE.S N,NE,E,O W,0,S,SW NW,N,O,W
uﬁ’,* ub” uﬁ’,’* '~ uﬁ* ub” u}f‘* uy”
o f= (’EA_? B x o S=— 6% 4 Y Y
Wy o= % o B B y = —6&‘? y é é
Stencil N,NE,E,O O,E.SE.S NW,N,O,W W.,0,S,SW NW,N,O,W W,0,S,SW N,NE.E,O O,E.SE.S
The stencil notation is taken from Fig. A.l and vifb = (% 0)(x4,¥p), cf. (A.6). For the x-derivatives w; = —w,, w4 = —w3 and for the
y-derivatives wq = —w, w3 = —m;.

Procedure A.1

(1) Compute the two different numerical lateral derivatives of u(x,y) at the eight points (x.,y,,,) and
(Xp/m:ys), see (A.6). The weights ; for the numerical derivatives, Z?Zlcu,-ﬁ,, are listed in Table A.l.
Let the derivative of the smallest modulus be the approximation.

(2) Fin'd the coeﬂicier}ts (A.2)—(A.5) of the 1-D r609nstructions ¢pym(x) and ¥, (v) (cf. Fig. A.1) using the
derivative approximations obtained in the previous step.

(3) ComPUte the averages :up/m = (lpm(yp/m> + lpp(yp/m))/z and Vp/m = (¢m(xp/m) + ¢p(xp/m)>/2 by (AS)
(4) The reconstructed point values at the Gaussian nodes are now computed using (A.7)

ﬁ(xivyp/m) = o + Hp/m + d)p/m(xi)ﬂ
ﬁ(xp/””yi) = L_lo + Vp/m =+ l//p/m(yi)v

where g is the two-dimensional cell average in cell O.
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